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17.1 Overview
At its core, assessment is the relationship between the “instruction learners receive and what they actually learn as a result” (Black & William, 2018, p. 20). As such, assessment is a critical component of any distance education program. However, in some cases, assessment may be the weakest component of a distance program.

Because of the “open” and “distant” nature of Open and Distance Learning, these programs face a particular dilemma in assessing pre- and in-service teacher matriculation: how to measure teacher-candidates’ process of learning, the products of their learning, and their progress in learning; how to assess their “fitness” as teachers and how to do so in ways that contain direct, observable evidence of “teaching in action;” and how to validate or authenticate the written work of learners they may never see (Letseka & Pitsoe, 2013).

Many distance-based continuing education programs may not be required to summatively assess whether and what teachers have learned as a result of the program. Or they may use standardized tests that measure out-of-date skills—focusing on declarative knowledge versus procedural knowledge or conceptual and epistemological knowledge (Niess, 2011).

Additionally, constrained financial resources, a lack of access to adequate technologies, logistics, and a lack of qualified test-design specialists and trained assessors may make it difficult to support more valid and realistic performance-based assessments, such as in-class observations of teacher performance, personalized assessments, or digital portfolios of teacher work. Finally, many entities may not wish to assess teacher learning; their aim simply may be to get teachers and learning.

Figure 17.1
Assessment Versus Evaluation
“Assessment” and “evaluation” are often used synonymously, but they are different. Assessment in this guide refers to individuals, whereas evaluation refers to programs (although that rule does not apply in real life—individuals can be evaluated, and programs can be assessed).

Assessment refers to any of a variety of procedures used to obtain information. It includes distinct types of measures of knowledge, skills, and performance, usually in the service of learning. Assessment may have an evaluative component—a summative assessment, such as a final exam—that places a value or judgment on performance.

Evaluation, the focus of the next chapter, is a set of procedures for determining the value or overall worth of a program. It essentially examines impact or outcomes based on predefined criteria.

1This categorization is often described as knowing that (declarative knowledge); knowing how (procedural knowledge—application of skills); and knowing why and wherefore (conceptual knowledge—deep understanding, and methods of knowledge acquisition) (Niess, 2011).
teacher-candidates in and out of the distance education system as effortlessly as possible.

This chapter focuses on assessing teacher learning and performance in a distance education program. It discusses how successful distance education programs have overcome many of the above issues by using a range of assessment methods as appropriate. It advocates that assessment be designed to gain evidence about learners’ capabilities, and this evidence be used to adjust instruction to better meet learners’ needs (Black & Wiliam, 2018; Heritage, 2010).

While this chapter focuses on assessment, Chapter 18 will discuss evaluating distance education programs. Because assessment and evaluation are so closely linked, Figure 17.1 explains the distinction.

### 17.2 Assessment in Teacher Education Programs

Assessment is essentially a vehicle to gather some idea of what a pre-service teaching candidate or in-service teacher knows, can do, values, and believes (Letseka & Pitsoe, 2013). It is typically categorized as formative—a low-stakes assessment, which is not scored, and the information from which is used to improve teaching and learning processes—or summative, which is a high-stakes assessment, the aim of which is to produce a product that is then evaluated or judged using some form of a grade or mark (Black & Wiliam, 2018).

Assessments within distance education programs generally adhere to this formative-summative dyad and in so doing, generally serve the following purposes:

- **Assessment to support learning.** Formative assessment is typically used to support learning by informing the instructor how well, or poorly, learners understand content so that the instructor can reteach information or change the course of instruction.

- **Assessment for certification.** Assessment can certify that a teacher candidate has attained a defined set of benchmarks that govern professional entry into teaching. For example, aggregated learner results from exams and projects or national and international benchmarks and tests of teachers’ knowledge and skills (such as the Praxis in the U.S., the Licensure Exam for Teachers in the Philippines, or the National Teacher Qualification Test in South Korea) provide evidence of teacher candidates’ attainment of a set of learning outcomes or a professional body of knowledge. This certification also has an accountability dimension.

- **Assessment for sorting and selection.** Assessment in this category can be used for choosing, sorting, or screening teacher candidates into or across particular positions, programs, career tracks, or awards based on assessment results. For example, they can be used to determine promotion to another level of teaching as part of a career ladder; reward or acknowledge performance; or transfer a teacher to a more prestigious school (Archer, 2017).

Thus, the inferences made about the purposes of assessment often drive the assessment deployed, and the purpose of each is specific to an intended outcome. There are numerous assessment methods that can be utilized for these three distinct purposes of assessment, as Figure 17.2 outlines.

As seen from Figure 17.2, many of the above higher-order thinking assessment activities will require well-designed rubrics. A rubric is a scoring guide that assesses open-ended projects, performances, and tasks that focus on higher-level thinking skills or social-emotional skills. It lists criteria or “what counts” for a piece of work as well as gradations of quality. There are essentially two types of rubrics: **holistic** and **analytic**. A holistic rubric requires the teacher to score the overall process or product as a whole, without judging each part separately.
### Figure 17.2
Common Types of Assessments and Their Advantages and Disadvantages (Adapted from Downing, 2006; also see Commonwealth of Learning and Asian Development Bank, 2008, pp. 4–14)

<table>
<thead>
<tr>
<th>Assessment</th>
<th>What It Assesses</th>
<th>Advantages</th>
<th>Considerations</th>
</tr>
</thead>
</table>
| Tests: Select response (e.g., multiple choice, true/false, matching) Learners select the correct response among a series of options. | • Facts  
• Understanding of ideas  
• Application of principles | • They are a direct measure of the learner’s knowledge of a domain.  
• With the exception of multiple-choice tests, they are easy to construct and easy to grade.  
• They can assess many more topics broadly.  
• They facilitate faster return of exam results to learners.  
• They produce accurate, objective, and reproducible scores. | • It is difficult to create good multiple-choice tests (especially with good “distractors”).  
• They measure a very narrow range of knowledge (identification and recall of information) rather than skills or procedural knowledge (how to do something) or higher-level thinking.  
• Poorly developed tests make guessing easy. |
| Tests: Constructed response (e.g., fill-in-the-blank, cloze, short answer, sentence completion) Learners “construct” or supply their own response. (Also includes essays—see below.) | • Facts  
• Understanding of ideas  
• Application of principles | • They are a direct measure of the learner’s knowledge of a domain.  
• They can assess many more topics broadly.  
• They allow for ease of partial credit scoring.  
• With constructed-response tests, there is less of a predilection to guess, as on a select-response test. | • Some (e.g., Fill-in-the Blank) measure a limited depth of knowledge (identification and recall of information).  
• Others (e.g., Short Answer) can assess logic, reasoning, and problem solving. |
| Essays | • Understanding of ideas  
• Ability to organize information  
• Ability to develop an argument, support it with ideas and evidence, and formulate a conclusion based on arguments and evidence | • They are a direct measure of learner’s higher-order thinking (logic, reasoning, problem solving, thinking skills, procedural and conceptual skills) as well as written communication skills. | • They require scoring rubrics, otherwise grades are unreliable.  
• Much depends on the quality of the essay prompt itself: its length, specificity versus generality, clarity, and its focus on specific learning outcomes. |
<table>
<thead>
<tr>
<th>Assessment</th>
<th>What It Assesses</th>
<th>Advantages</th>
<th>Considerations</th>
</tr>
</thead>
</table>
| Essays (continued) | • Ability to communicate in a variety of written forms                            | • They allow learners to express their knowledge in a less constrained, more open format than a test (such as multiple-choice, short answer, fill-in-the-blank). | • Reliability and validity depend on well-trained raters, scoring scales, and well-developed prompts.  
• Essays take longer to grade.  
• Without well-designed rubrics, the subjectivity of grader is always a major concern.  
• Essays require writing to be taught in curriculum to master rhetorical, mechanical, and grammatical conventions.  
• Large language models, such as GPT or Bloom, can generate essays for learners. |
|                    | • Written fluency in the language of instruction                                  |                                                                             |                                                                                                                                               |
| Oral Assessments   | • Oral fluency in general and in the language of instruction                      | • They are a direct measure of learner’s higher-order thinking (logic, reasoning, problem solving, thinking skills, procedural and conceptual skills) as well as oral communication skills.  
• The give-and-take nature of conversation/oral communication may be more natural to the learner.  
• They can be used to confirm other assessments. | • Oral assessments require a well-developed rubric.  
• They may be time-consuming to mark, particularly if recorded.  
• It may be difficult to standardize questions.  
• There is the possible introduction of bias due to the personal nature of the assessment.  
• Cultural considerations can impede their effectiveness: learner shyness, hierarchy, lack of comfort of female learner being orally assessed by a male instructor.  
• Performance anxiety may be greater here since oral assessments are typically conducted in-person. |
|                    | • Reasoning, problem solving, interpersonal skills                               |                                                                             |                                                                                                                                               |
|                    | • Speaking, poise, thought processes                                              |                                                                             |                                                                                                                                               |
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<table>
<thead>
<tr>
<th>Assessment</th>
<th>What It Assesses</th>
<th>Advantages</th>
<th>Considerations</th>
</tr>
</thead>
</table>
| Classroom observations           | • Practice-based skills (e.g., teaching practicum, micro-teaching, or simulated teaching)  
   • Cumulative body of knowledge in action  
   • The ability to transfer information and principles to novel and authentic situations  
   • The capacity to deal with “real life” classroom situations in situ |
|                                  |                                                                                  | • An observation is a direct measure of teaching ability and is thus performance-based.  
   • Observations are a more authentic and direct form of assessment.  
   • Observations when done well are empirical and objective. |
|                                  |                                                                                  | • Observations require an observation form or tool and well-trained observers.  
   • The tool should be high-inference to capture nuances in instructional quality and to measure teacher progress over time.  
   • They require established protocols demarcating the length of observation, the position of the observer, and pre- and post-observation meetings.  
   • Assessing teachers' practice requires ongoing observations to capture breadth of teachers' skills.  
   • Observations will be examined in greater depth in Section 17.4. |
| Projects, Theses, Capstone Projects | • Reveal depth of procedural and conceptual knowledge and mastery of a particular topic  
   • Creativity and organization of information  
   • Theses: Writing, knowledge, and thinking skills |
|                                  |                                                                                  | • Projects/theses or capstones mainly assess cumulative procedural and conceptual knowledge of the teacher candidate or teacher.  
   • They can assess harder-to-measure constructs such as affect, creativity, behaviors, aptitudes.  
   • They can assess learner's depth of knowledge, understanding of theories, and research  
   • They combine instruction and assessment—the teacher candidate learns as she creates her own assessment product.  
   • They assess the totality of a learner’s work. |
|                                  |                                                                                  | • They call for more open-ended assessments (journals, portfolio, video, examples of learner work).  
   • They require an analytic rubric.  
   • They are time-consuming to grade.  
   • With projects, there is potential subjectivity and a lack of validity and reliability without very well-developed guidelines and a reliable rubric.  
   • Capstones, in particular, are often open-ended and requirements may differ according to programs or instructors (e.g., product might be a short video versus a paper versus a performance). |
## Chapter 17: Assessing Distance Learners

### Assessments

<table>
<thead>
<tr>
<th>Assessment</th>
<th>What It Assesses</th>
<th>Advantages</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portfolios</td>
<td>• Same as points above &lt;br&gt; • Multiple levels of assessment (knowledge of facts, analysis and evaluation of information, and self-reflection)</td>
<td>• Portfolios encourage learners to display knowledge and understanding in multiple formats, especially digital or Web-based ones. &lt;br&gt; • They assess the learner’s participation, processes of learning, progress, as well as final product of their learning.</td>
<td>• Without video or audio, capturing teacher behavior or practice, portfolios are not a direct measure of teacher performance. &lt;br&gt; • They require an analytic rubric. &lt;br&gt; • They are time-consuming to grade. &lt;br&gt; • They suffer from potential subjectivity and lack of validity and reliability without a very well-developed analytic rubric.</td>
</tr>
</tbody>
</table>

An analytic rubric scores separate, individual parts of the product or performance first, then adds the individual scores to obtain a total score. They are matrix-like, with performance levels that show delineations on quality and with specific and measurable descriptors (e.g., 1–4, “emerging” to “proficient”). Analytic rubrics are usually preferred when a fairly focused type of response is required (i.e., for performance tasks in which there may be one or two acceptable responses and creativity is not an essential feature of the learners’ responses.)

The above table also outlines both the potential and the conundrum of assessment. Almost every method discussed in Figure 17.2 can be utilized for both formative and summative purposes. Thus, assessment is less about the methods that distance programs use, and more about the inferences they draw about learners from these assessment outcomes (Black & Wiliam, 2018). Where inferences relate to the status of the learner or concern their future potential, then the assessment is functioning summatively. Where the inferences relate to the kinds of actions that would best help the student learn, then the assessment is functioning formatively (Black & Wiliam, 2018, p. 3).

### 17.3 Technology-Based Assessment

Technology holds numerous benefits for assessment in distance education programs. This section discusses some of the key benefits of computer-based assessments, computer adaptive testing, and technologies to support formative assessment.

#### 17.3.1 Computer-Based Assessments

Technology has completely transformed assessment from the era of Margaret, the distance learner encountered in the Foreword of this guide, who waited months for her assessment results. Current computer-based assessments (CBAs) provide versatility, flexibility, and automation in terms of what can be measured within any distance education system. CBAs can:

- **Allow for multiple-test administrations.** Learners can take multiple, short, reliable assessments administered during the academic year. The data gathered from these assessments can be correlated with national standards so that teacher-learners can be measured on these standards (Reville et al., 2005).

- **Use learning analytics for personalized support.** Information derived from individual
learner characteristics, learner choices, and assessment data can be collected, measured, and analyzed. Learning analytics can be used to better understand learner needs; optimize course offerings, design, and instruction; provide distance education programs with the information needed to support learner progression; and enable personalized, rich learning (Tempelaar et al., 2015).

• **Improve the testing experience.** Game-based assessment apps such as Kahoot! and Quizlet and the quizzing and rewards features of tools such as Duolingo make assessment more fun and engaging, less “test-like” and thus less stressful for learners (Wyatt-Smith et al., 2019).

• **Provide a fuller picture of learner achievement and capabilities.** Through their ability to create dynamic and individualized assessments, CBAs can produce a more rounded and complete picture of a learner’s achievements and capabilities to help instructors identify interventions, supports, and personalized pathways for learning (Wyatt-Smith et al., 2019).

• **Provide immediate and varied feedback to learners.** Computers can score tests in real time, allowing distance instructors to make real-time instructional changes based on assessment evidence and providing learners with real-time information about their progress and performance (Black & Wiliam, 2018; Wyatt-Smith et al., 2019). There are essentially two types of feedback: verification and elaboration. Verification indicates whether an answer is correct, and elaboration provides information to guide the learner toward the correct answer (Kulhavy & Stock, 1989). This feedback can be part of an overall “knowledge building cycle” (Timperley et al., 2007) where, depending on the computer application, instructors can program the system to provide learners with more elaborate feedback and with just-in-time help to resolve gaps in learner understanding (Myung et al., 2020). Tools powered by artificial intelligence (AI), such as ChatGPT, Gradescope, Grammarly, or Cognii can provide learners with verification feedback while adapting assignments according to assessment results. As natural language models, like ChatGPT, continue to evolve, they may also be able to offer elaboration feedback to learners.

• **Vertically align tests.** Tests can be anchored to assess the same core knowledge at increasing levels of difficulty (criterion-based testing) (Reville et al., 2005).

• **Horizontally align tests.** Tests can be scored in such a way that learners can be compared against one another (norm-referenced), which may be critical for sorting and choosing pre-service teacher candidates for teaching posts, scholarships, or further education. Raw test scores could be given phase-wise or as a total. Learners could receive a letter grade or percentile score to determine their relative position vis-à-vis other learners (Reville et al., 2005).

• **Include ipsative or growth measures.** Tests measure individual growth over time, so programs are able to benchmark where learners should be at the end of a course of study based on tests from the beginning of a course of study (Reville et al., 2005).

• **Help learners with disabilities.** Technology tools such as screen readers, magnification tools, and text-to-voice or voice-to-text applications can help learners with visual, auditory, and motor impairments; learners with dyslexia; and learners who simply need more time to complete a test. Using AI-powered voice assistants, visually impaired learners can use voice commands to have text read aloud to them. AI and augmented reality applications can help deaf and hearing-impaired learners read by translating texts into sign languages (Burns, 2021).

• **Streamline and automate marking.** Tools to support grading and marking, such as RubiStar, GradeAssist, OrangeSlice, Hot Potatoes, and eMarking Assistant, have long been popular supports for instructors wishing to eliminate the tedium of marking learners’ work, especially open-ended assignments.
Increasingly AI is being harnessed to power formative and summative assessment tools based on instructor specifications. For example, IntelliMetric and e-rater use past evaluations of long-form essays to create a rubric and framework for evaluating new assignments, which it then uses to assess learners’ work and offer feedback on learner work. E-rater weighs key features of the learner’s writing skills and provides feedback. Peer-to-peer assessment can be made easier via tools such as CrowdGrader, peerScholar, Cocertify, and PeerWise (Contact North | Contact Nord, 2020).

- **Automate large-scale assessments.** Computer-based assessments can reduce manual labor so that certain tasks are performed more efficiently, at a higher volume, and at scale without creating undue burdens on instructors, undue expense for an education system, and unduly delayed results for learners (Burns, 2021).

- **Generate big data for policy and planning.** Beyond distance education, large-scale computer-based assessments, particularly cross-national ones, generate vast quantities of longitudinal data that have been analyzed and used by governments for international benchmarking of learners, analyses of countries’ educational conditions, the formulation of education policies related to teaching and learning, and instructional improvement. Some of the more familiar cross-national exams are Southern and Eastern Africa Consortium for Monitoring Educational Quality (SACMEQ), Program for the Analysis of Education Systems (PASEC), the Program for International Student Assessment (PISA) and PISA for Development (PISA-D), Trends in International Mathematics and Science Study (TIMMS), and Progress in International Reading Literacy Study (PIRLS).

### 17.3.2 Computer Adaptive Testing

One powerful category of computer based assessment is Computer Adaptive Tests (CATs). Computer Adaptive Tests can be used with a number of distance-based modes, such as multimedia learning, online learning, and mobile learning (see Chapters 4–6 of this guide). CATs are technology-based or online testing systems created by content specialists, psychometricians, programmers, and Web designers. They contain large banks of test items and use item response theory (IRT) for pre-calibration, determination of the item parameters (discrimination and difficulty), establishing learners’ performance levels and scoring, as well as other functions.

CATs “adapt” questions to be easier or more difficult based on the learner response to previous questions. This calibration or adaptation allows for a precise and quicker measurement of a learner’s knowledge using a smaller number of test items. CATs can be diagnostic (identifying learners in need of more academic support), formative (informing instructors of the learner’s grasp of material), or summative (as a final determination of learning). They are typically administered online, so scoring is computerized, and results disseminated quickly. They allow for accurate measurement and a shorter and more targeted testing experience for learners (E. Cascallar, personal communication, August 29, 2022).

### 17.3.3 Technology-Supported Alternative Assessments

CBA is not simply about CATs or computer-based testing. As Chapters 4, 5, and 6 discuss, interactive technologies allow for multiple and flexible types of alternative (i.e., non-test) assessments—discussions, projects, and performance-based assessments (e.g., mixed reality, digital learning games, and simulations)—that provide a wealth of authentic, engaging, and holistic assessment opportunities for distance learners, both synchronous and asynchronous, Web-based and non-Web-based, and formative and summative.

Using traditional assessments (computer-based tests) and immersive ones (augmented reality, virtual reality, mixed reality, extended reality, and simulations) can create more responsive instruction for learners; assess teachers’ instructional skills in authentic, or nearly
authentic, environments; measure higher-level skills; and ensure teachers’ quality, readiness, and fitness to teach (Black & Wiliam, 2018; Gee & Shaffer, 2010; Timmis et al., 2015; Wyatt-Smith et al., 2019). Digital learning games, virtual worlds, simulations, and immersive environments can provide a developmental sequence of challenges that gradually increase in difficulty so that learners are working at their highest abilities. These tools can also be used to assess the learner’s ability to collaborate, problem-solve, and employ systems thinking (Gee & Shaffer, 2010; Buckley et al., 2021).

In addition to these multimedia applications, eye-tracking and facial recognition software are increasingly used to assess difficult-to-measure skills, such as higher-level thinking skills, the social-emotional skills of persistence, creativity, and self-regulation, and learners’ affective states, such as engagement or frustration (Buckley et al., 2021). These assessments could be enhanced via the use of “think-aloud” protocols so learners could explain their decisions (e.g., in a digital learning game), their rationale for such decisions, and their attitudes and affective states while wrestling with difficult concepts or tasks (Gee & Shaffer, 2010, p. 14; see also Wyatt-Smith et al., 2019).

Electronic portfolios, digital representations, projects, and digital collections of their work allow learners to showcase their processes of learning and progress in a distance-based course. Online discussions—whether they are synchronous and video-, audio-, or text-based, or asynchronous and text-based, as on an LMS discussion board—provide evidence to assess emerging understandings of concepts and theories, as well as skills such as reasoning, evaluation, and argumentation (Myung et al., 2020).

Extensive writing via word processing or a digital writing tool—versus handwriting—where learners put forth a thesis statement, support their idea with evidence, and arrive at a conclusion—has been shown to improve writing scores if learners go through the complete writing cycle of drafting, editing, revising, and rewriting (Warschauer, 2009). Developing blogs and multimedia presentations, particularly with curated hyperlinked resources, can demonstrate learners’ understanding of an issue, their appreciation of its complexity, and their knowledge of appropriate resources that address the issue.

Audio- and Web-conferencing tools allow learners to present information to one another and the instructor and to engage in debates about a particular teaching-related or content-based issue.

Using mobile phones, teacher-learners can be assessed on national language abilities (Hindi, Arabic, Urdu, Swahili) or participate in oral assessments, and their scores can be immediately tabulated and returned in real time. Similarly, learners can use the texting features of mobile phones and quickly send answers to a multiple-choice or closed-response quiz or test, which can be analyzed and tallied, with the score returned via text messaging (Morris et al., 2021).

Finally, back-end data from LMSs—the number of logins, time on task, and number of discussion posts—can be linked to hard assessment data, such as examinations or performance-based data, to provide a fuller assessment of a learner’s effort and progress in an online course.

17.3.4 Improving Technology-Based Assessments
While exciting and promising, assessment via technology has numerous issues, not least of which are privacy and data integrity issues. For the purposes of this chapter, however, we focus on two issues that can enhance or undermine technology-based assessments as part of distance learning courses: good test design and academic dishonesty (cheating).

Improving testing
While tests often are critiqued as imperfect measures of teachers’ skills, they are a staple in the assessment repertoire, and select- and constructed-response tests offer numerous
advantages, as outlined in Figure 17.2. Their greatest advantages may be twofold: First, if tests are designed well, examinees who answer correctly should be higher performers than those examinees who do not—and their answers should be based on expertise versus random guessing.

Second, quizzes and tests support “retrieval practice,” which consolidates new learning (Roediger III & Butler, 2011). Retrieval practice is more commonly known by its original moniker, the “testing effect” (See Figure 11.5 in Chapter 11). When learners know they will be assessed on material, they learn it better and retain it longer than if they just study the material without a test (Batsell Jr. et al., 2017; Brame & Biel, 2015).

The “(mere) presence” of a quiz enhances learning in part because it contributes to reduced “mind wandering,” improved self-regulation, increased task-relevant behaviors such as note taking, and enhanced calibration predicted and actual performance (Haagsman et al., 2020, p. 722; Schacter & Szpunar, 2015, p. 64).

But tests only confer benefits when designed well. Poor test design is particularly problematic in distance programs that lack skilled psychometricians or assessment specialists. The biggest perpetrators of poor test design are the most frequently administered type of tests—multiple-choice tests—because they often fail to challenge learners to reason or analyze rather than simply memorizing information. One U.S.-based national study of test-bank questions from 77 university-level introductory biology courses estimated that 93% of the questions tested levels 1 and 2 on Bloom’s Cognitive Domains of Learning (Knowledge and Comprehension) (Momsen et al., 2017). Bloom’s Taxonomy is outlined in Figure 17.7.

There are ways to improve multiple-choice tests, as Figure 17.3 outlines.

**Figure 17.3**
*Improving the Design of Multiple-Choice Tests (Brame, 2013; Burns, 2018)*

<table>
<thead>
<tr>
<th>Parts of the Question</th>
<th>Design Guidelines</th>
</tr>
</thead>
</table>
| The stem              | • Should be clear, relevant, and brief.  
• Should be a question or partial statement.  
• Should be directly linked to the curriculum and the most important topics taught. |
| Alternatives (responses, answers) | • Create clear, concise, direct alternatives.  
• Should be mutually exclusive, homogeneous, and presented in logical order.  
• Avoid double negatives.  
• Avoid the use of “All of the above” or “None of the above.” Those alternatives reward learners who don’t know the answers. If such options must be used, do so with caution and ensure that it is the correct response approximately 1 in 4 times.  
• All answers—the correct answer and the distractors (the incorrect answers)—should be consistent in length, style, and construction. Learners should not be able to guess the right answer because it looks different from the wrong answers.  
• Increase the plausibility of distractors by choosing distractors based on common learner errors. |
Other guidelines

- Ensure that tests are valid and measuring what they are supposed to and what’s been taught.
- Weight test content according to the amount of time spent on a particular topic.
- The learner should not be able to guess the correct answer from the way the response is written.
- Pay attention to language. Avoid grammar, spelling, and mechanics errors which may make it difficult for learners to even understand the question and possible alternatives.
- Avoid categorical terms, such as “always,” or “never.” There’s no such thing as “always” or “never,” and this is a giveaway.
- As long as all alternatives are plausible, the number of alternatives can vary among items. (There is a minor difference in difficulty, discrimination, and test score reliability among items containing two, three, and four distractors.)
- Avoid complex multiple-choice problems (i.e., alternatives such as 1 and 2; 2 and 3; 1 and 3; 1, 2, and 3)
- Each question should stand alone and be unrelated to or disconnected from other questions. The point is to avoid “double jeopardy,” where if a learner answers one question incorrectly, another answer also will be incorrect.
- Pilot the test when finished creating it—either with a non-test taking learner or using AI-driven chatbots which, if prompted correctly, can provide feedback on test construction, clarity of directions and distractors.

In addition to multiple-choice tests, specifically, research suggests that testing in general also can be improved by employing the following strategies:

- **Vary test structures.** Avoid assessing learners using the same type of test repeatedly. For example, instructors can administer an open-ended question for one test and short answer-questions for another or use fill-in-the-blanks questions instead of multiple-choice, since fill-in-the-blank questions require learners to retrieve information rather than just recognize the correct answer (Hultberg et al., 2018). A variety of types of tests allows instructors to gather different types of data about a variety of learners’ knowledge and skills (Tropman, 2014).

- **Use pre-class quizzes as part of a flipped approach.** Flipped classrooms, as discussed in Chapter 5: Online Learning, typically assign learners to read text or watch a video before their in-person or synchronous class. By administering a quiz after this pre-class reading and before the actual class, assessment can help instructors diagnose learners’ levels of understanding; determine who has done required readings; guide instructors on what they should focus on in a face-to-face or online session; and provide ongoing opportunities for retrieval practice (Brame & Biel, 2015; Tropman, 2014).

- **Employ collaborative tests and quizzes.** Test anxiety is a real phenomenon for many learners, with measurable physiological and psychological impacts that hinder performance (Heissel et al., 2021; Pandey & Kapitanoff, 2011). Collaborative quizzes can alleviate this anxiety for learners with higher levels of test anxiety. Learners can take an individual poll or quiz, then discuss with peers and retake the quiz. They each can take the quiz individually and decide among the group whose quiz to submit, or they can take the quiz together at the same time (Pandey & Kapitanoff, 2011).

- **Use low stakes and ungraded quizzes.** Not every assessment requires a grade, and
grading everything can have the unintended effect of causing learners to focus on a number or letter result versus actual learning. Distance instructors can diversify quizzes by including non-graded ones. With ungraded quizzes or assignments, learners can wrestle with a concept or practice a skill without fear of being judged or evaluated. They can receive credit with a checkmark, thereby acknowledging completion or effort instead.

- Use assessment experts to design tests, especially summative ones. Correct test design is complex and involves many requirements about the characteristics and number of items in the item bank, correct calibration of the items, and application to the correct population of learners (E.C. Cascallar, personal communication, August 29, 2022). While Chapter 13: Preparing Distance Instructors advocates for distance instructors to learn assessment practices, high-stakes test design involves skills best left to an assessment expert.

- Be conscious of stereotype threat. Testing can induce documented disproportionate psychological stressors on some learners—often ethnic, religious, and racial minorities; low-income learners; and females—thus heightening the risk of “stereotype threat.” Stereotype threat is the fear of being “viewed through the lens of a negative stereotype, or the fear of doing something that would inadvertently confirm that stereotype” and has been shown to increase the test-taker’s anxiety, reduce self-efficacy, and hinder actual performance (Steele, 1999). Stereotype threat is a critical, although underexplored, issue in teacher education. But it is highly germane since many current and future teachers are female and non-White, and since it occurs most commonly in STEM subjects—science, technology, engineering, and mathematics—content areas in which teacher shortages are most acute (Heissel et al., 2021; See, 2022; Spencer et al., 2016; Steele, 1999).

Technology can help to mitigate some of the effects of stereotype threat. For example, in some cases, traditionally underserved learners, who are more likely to be adversely affected by stereotype threat, may do better in online classes of traditionally “difficult” subjects, such as Algebra I, versus in face-to-face classrooms (Heissel, 2016). Computer-adaptive assessments that tailor content to learners’ skill level in a tested domain can improve the reliability of the results and reduce learner frustration, mitigate stereotype threat, and potentially increase motivation (Burns, in press).

Most important, however, are non-technology solutions to stereotype threat. One is having distance instructors who reflect the diversity of their learners. A second involves instructors cultivating a personal, though professional, relationship with their learners. Third is the necessity of employing gender-responsive pedagogies. For example, university-level female learners experience significant improvement in self-efficacy relative to their male counterparts when instructors include activities that promote “social persuasion” (encouragement to adopt an idea, attitude, or stance), such as teamwork, group discussion, and collaborative projects (Espinosa et al., 2019). Active learning strategies, particularly those focused on inquiry, appear to correlate positively with female academic performance in mathematics (Johnson et al., 2020).

Finally, some instructors may have to recognize their own biases as well as fixed notions of intelligence and the purposes of assessment (Audisio et al., 2022; Black & Wiliam, 2018; Dweck, 1999, as cited in Heritage, 2010). They should thus exercise caution in communicating the purposes of test-taking—for example, avoid telling learners that the purpose of the test is judgment or evaluation of intelligence or ability, or telling or intimating to learners that one gender does better or worse than another in math, science, or reading (Heissel et al., 2021; Steele, 1999).
Addressing academic dishonesty
In addition to poor test design and practices, computer-based testing in particular, and assessment in general, is affected by a second weakness—cheating. The ease of finding information online also makes it easier for examinees to cheat, plagiarize, and “game” the technology system, manipulating the technology features of games, Intelligent Tutoring System or Computer Aided Instruction to arrive at the correct answers instead of actually wrestling with content (Baker et al., 2010).

The extent of cheating online is unknown. In some surveys, 93% of instructors and 95% of learners say that learners are likely to cheat, plagiarize, and copy-and-paste from the World Wide Web without attribution—but real data are hard to come by, and the perception may be far from reality (Wiley Publishing, 2020). What is known is that learners are more likely to cheat when they are under pressure; when they feel alone or unsupported and are unmotivated; when they feel the rewards of cheating outweigh the risks; and when they have a poor or non-existent relationship with the instructor (Lederman, 2020; Maeda, 2019). Whatever the root cause, issues of plagiarism and cheating pose the most fundamental threat to assessment in teacher distance education programs, raising existential questions about the purpose and validity of teacher assessments (Letseka & Pitsoe, 2013).

Digital citizenship and appropriate online communications were discussed in Chapter 14: Preparing Distance Learners. But the rubric of “digital citizenship” also encompasses academic integrity and ethical uses of technology (Wiley Publishing, 2020). Digital citizenship is not simply for children and adolescents but is an important mindset and skill for their teachers as well. While many education systems stress digital citizenship for adult educators—not just students—many others do not.

Different distance education systems will have different approaches to issues of online cheating, plagiarism, and violation of copyright by pre- and in-service teachers. Some may have no policies or proscriptions against such behaviors. Some may be high-trust programs that focus on educating teacher-learners about academic integrity (or not), and trust that the executive functioning and moral values of such teachers will deter them from academic dishonesty. Some systems may adopt zero-trust policies and control technology to such an extent that cheating may be extremely difficult.

The best approach to minimizing academic dishonesty may be a combination of educating and trusting teacher candidates, strong academic policies, good pedagogy, and careful design of assessments. Figure 17.4 enumerates approaches for potentially reducing cheating, copyright violations, and plagiarism in CBAs and online courses.

---

**Figure 17.4**
Approaches to Reduce Computer-based Cheating and Plagiarism

<table>
<thead>
<tr>
<th>Approach</th>
<th>Suggested Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>- Educate learners about the importance of plagiarism, fair use, copyright, and academic integrity.</td>
</tr>
</tbody>
</table>
| Policies | - Ensure that every online course has an honor code that explicitly details what constitutes cheating and the repercussions of cheating. Have learners co-design and validate this honor code.  
- Create and enforce strong academic honesty policies and acceptable use policies.  
<table>
<thead>
<tr>
<th>Approach</th>
<th>Suggested Actions</th>
</tr>
</thead>
</table>
| Instruction            | • "Teach better:" More learner-centered, collaborative, higher-order, personalized instruction versus traditional, rote-based learning to make cheating harder (Lederman, 2020).  
• Provide learners with low-stakes quizzes and scaffolded assessments to practice their skills, ability, and knowledge without worrying about grades (Lederman, 2020). |
| Assessment design      | • Create collaborative assessments so learners feel supported and are less likely to cheat for fear of hurting their peers, and because it is simply harder to do so (Lederman, 2020).  
• Create "open-book" tests (Lederman, 2020).  
• Provide learners with choice in terms of their assessments.  
• Design exams with conditional branching—where an exam moves to a different question based on a certain answer or condition being met.  
• Pose questions that relate to specific and unique course events, as opposed to general concepts, as deterrents to plagiarism.  
• Use a range of assessment formats—for example, computer-based, performance-based, and face-to-face. |
| Assessment administration | • Stagger the time of assessments and impose time limits (Wiley Publishing, 2020).  
• Randomly sequence exam questions, provide learners with different essay questions, or provide the same assessments but with components that vary among learners (Wiley Publishing, 2020).  
• Assign different examination questions to different learners.  
• Employ paper-based tests and in-person individual oral assessments.  
• For high stakes assessments, administer them in a central location with proctors and invigilators. |
| Technical solutions    | • Copy and paste essays into a Web-based search engine to determine authorship; use plagiarism detection tools such as Turnitin, GPTZero, Plagiarism Checker X, and Microsoft Word’s “Similarity” feature (under “Editor”), to detect plagiarism. |
| Technical solutions (continued) | • Employ a computer-based virtual proctoring system that installs a proctor (a camera) at each computer workstation to monitor that learner throughout the exam. The room also can be outfitted with cameras that provide a bird’s-eye view. Once there is evidence that a learner has cheated, the computer-based exam locks down and remains that way until video recordings are examined and a decision is reached.  
• Lock down browsers during online exams.  
• Design and develop basic password certificates based on authentication methods (Chirumamilla & Sindre, 2019).  
• Use sophisticated biometrics to identify users, so that one friend cannot take an exam for another (Chirumamilla & Sindre, 2019).  
• Use improved facial recognition software tools to help authenticate the identity of the test taker (Chirumamilla & Sindre, 2019). |
17.4 Better Assessment Within a Distance Education System

There are several strategies for developing both formative and summative assessment of learners within any distance education model. We discuss some of the major ones here.

17.4.1 Develop Standards as Determinants of Success

The myriad skills and behaviors associated with good teaching often make measuring teacher quality or assessing the fitness of a pre-service candidate or an in-service teacher difficult—hence the reliance on grades and examination scores. Perhaps the most critical component of assessing teachers’ readiness, fitness, or quality is to design standards for performance, instruct teachers according to these standards, and then measure teacher performance against them.

Standards can be normative (comparing one learner’s performance with that of another); criterion-based (comparing a learner’s performance with an empirically derived level of proficiency, such as a cut score that determines whether a learner has mastered a particular skill); or ipsative (“growth” model standards that involve using the learner’s prior performance as the basis for comparison with his or her current performance) (Hosp, 2010, p. 5). Understanding the different types of standards is critical for test design, administration, and interpretation of assessment results.

17.4.2 Do Assessment with Teachers Not to Them

Within distance education programs, the teacher-learners who are being assessed have themselves often been missing from participation in the conceptualization, design, and administration of assessment. Since teaching and learning involve both instructors and learners, assessment should be a collaborative endeavor between “both parties in order to produce the best performance in teaching and learning” to create a shared “understanding of the criteria and standards by which quality learning will be assessed” (Letseka & Pitsoe, 2013, p. 204). As is often advocated for student assessment, teacher-learners must be involved in the assessment process itself.

“Flexible assessment” advocates that teachers be given voice in choosing the types of assessments that best represent their learning progression and that yield the best possible information and insights to improve teaching effectiveness and learning quality. As part of teacher education programs, teachers should learn how to design assessments for their own students, how to analyze and interpret assessment data, and how to implement strategies for leveraging data to adapt and modify instruction (Letseka & Pitsoe, 2013). This gap between the intent and implementation of assessment, and between instructors and learners, could begin to be bridged if instructors and distance program designers planned assessments as if learning—their learning—mattered most (Letseka & Pitsoe, 2013).

17.4.3 Treat Summative Assessments as Opportunities for Teaching and Learning

The distinctions between formative and summative assessment are often confusing. Homework may be the classic example of such confusion—it is thought of as formative (to assess for learning and to inform instruction). But the very act of grading it and using these grades to make a final determination about learner performance is summative (Black & Wiliam, 2018).

Black & Wiliam (2018) argue that summative assessments can, and should, be used, not just summatively but formatively as well. They can inform changes in instructor planning and implementation of courses or how best to work with future learners. They also may be formative for learners themselves, helping them reflect on the “strengths and weaknesses of their achievements in ways that might help them re-direct their energies in future work” (Black & Wiliam, p. 12).
17.4.4 Use Formative Assessment to Support Mastery Learning

Traditional instruction in a distance program often involves organizing the curriculum into chronological units or sequential blocks and assessing learners’ understanding of the material at the end of each unit (Guskey, 2010, p. 53; see also Heritage, 2010). Yet, learning theory informs us that learners, such as pre- and in-service teachers, move through stages of learning from acquisition to fluency at different paces and that these stages often are unconnected to the sequence of topics (Hosp, 2010). Similarly, assessment theory states that we learn best when assessment is part of, not separate from, instruction. Thus, rather than assessing teacher-learners at one final level as a summative exercise independent from instruction, distance education courses should integrate assessment into instruction and use formative assessment to support teacher-learners at each stage of their learning. Bloom (1971) referred to this approach as mastery learning, a process that involves the following steps:

1. **Diagnostic pre-assessment with pre-teaching.** Instructors administer a short pre-assessment to learners before instruction to determine whether they have the prerequisite knowledge and skills for success in the content they are about to study.

2. **Initial instruction.** The instructor then provides high-quality group instruction that is research-based, adapted to local conditions, and is differentiated to help learners at various stages of the learning process.

3. **Progress monitoring through regular formative assessment.** Following the initial instruction, the distance instructor administers a quick test that assesses learners’ understanding and reinforces the most important learning objectives.

4. **Corrective instruction (“reteaching”).** Following the formative assessment, the instructor provides corrective instruction or reteaching of the skills and concepts in which learners demonstrated difficulty. Reteaching involves making accommodations in the types of materials used and differentiating instruction—for example, by offering one-to-one tutoring for some learners, “think aloud” protocols with another, or having other learners engage in peer tutoring.

5. **A second formative assessment.** Following the above corrective activities, learners are given a second, similar type of formative assessment that helps determine the effectiveness of the corrective instruction, allows them to demonstrate proficiency in the concept, and provides a more reliable measure of learners’ competencies than one, singly administered assessment.

6. **Enrichment or extension activities.** Mastery learning offers enrichment activities to provide challenging learning experiences to learners who do not need corrective instruction. This form of differentiated instruction allows learners who have easily grasped content to immerse themselves in more challenging learning situations, while the distance instructor offers remedial and corrective instruction to those who need it (Guskey, 2010, pp. 54–57).

While a distance instructor might typically lead this mastery learning for pre-service teachers, it may also be part of a coaching program for in-service teachers.

17.4.5 Measure Teacher Performance—Not Simply Knowledge

Ultimately, teacher learning at its foundation is about applied learning in an authentic context. While it is important to assess teacher knowledge about or of teaching, more important is a performance-based assessment measuring a teacher’s ability to teach in a real place of practice—a classroom—as part of a teaching practicum (as discussed in Chapter

---

2 Like many concepts in education, mastery learning has evolved and developed a slightly different but related meaning that now focuses on competencies that students, particularly in higher education, must master according to standards or national qualification frameworks (NQFs). The African Continental Qualifications Framework (ACQF) focuses on employability skills and examines the comparability, quality, and transparency of qualifications and supports lifelong learning: [https://acqf.africa/](https://acqf.africa/) The European Union’s National Qualifications Framework allows users to examine and compare NQFs across the E.U: [https://europa.eu/europass/en/compare-qualifications](https://europa.eu/europass/en/compare-qualifications)
as part of an induction program (as outlined in Chapter 16), or as part of some kind of professional in-service program. The most common and direct measure is a classroom observation instrument. Classroom observation instruments are often rubric-like in their design and can be classified as either “low-inference” or “high-inference” in nature (see Figure 17.5).

A low-inference instrument, or “a category instrument,” may be a checklist of observable indicators of teacher practice (Rosenshine, 1970, p. 281). These tools are easy to complete and can be administered by either less experienced or well-trained classroom observers. However, they measure only the presence or frequency of a behavior—not the quality—nor do they capture the complexity, breadth, and depth of teacher classroom practice.

High-inference tools, or rating systems, incorporate descriptive information or “constructs” of classroom practice and rate these along some sort of scoring scale (such as a Likert scale, from 1–5). With high-inference classroom observation tools, the observer must infer the constructs to be rated—such as the clarity of presentation or organization of learning—recording the frequency through such scales as “consistently,” “sometimes,” or “always” (Rosenshine, 1970). Because they involve a high degree of interpretation and inference, these observation forms should be used by well-trained observers who understand the purpose of the assessment, who have clear expectations of what each performance level looks like in practice, and who have undergone reliability training. Although they are more demanding to use, high-inference classroom observations, if used well, yield information that is both reliable and valid, better capturing the quality, complexity, and intricacies of classroom instruction (Rosenshine, 1970).

Distance education programs—specifically those with a unique focus, such as a particular reading program or instructional approach—may develop their own classroom observation tools to measure fidelity of implementation or transfer of learning. Developing reliable, valid, sensitive high-inference classroom observation tools that accurately measure specific and empirical constructs is particularly challenging. If not

### Figure 17.5
Characteristics of High- Versus Low-Inference Classroom Observation Systems (Adapted from Rosenshine, 1970)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Low-Inference Observations</th>
<th>High-Inference Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>General description</td>
<td>Descriptive</td>
<td>Inferential</td>
</tr>
<tr>
<td>Recording procedures</td>
<td>Categories</td>
<td>Signs and scale</td>
</tr>
<tr>
<td>Items</td>
<td>Low-inference (observation)</td>
<td>High-inference (judgment and interpretation)</td>
</tr>
<tr>
<td>Format</td>
<td>Checklist/binary (yes/no)</td>
<td>Likert scale or some other continuum</td>
</tr>
<tr>
<td>Coding</td>
<td>Simple coding</td>
<td>Multiple coding</td>
</tr>
<tr>
<td>Focus</td>
<td>Frequency</td>
<td>Quality</td>
</tr>
<tr>
<td>Observer skill required</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Reliability</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>
designed well, they may be not simply ineffective, but even harmful. Figure 17.6 outlines the purpose, appropriateness, strengths, and weaknesses of classroom observation tools. It is critical to remember that observations are a snapshot in time—one measure of potentially years of teaching—and should be combined with other forms of data before making determinations about an individual teacher’s quality or ability.

Given the challenge of developing high-quality high-inference observation tools that reliably assess nuances of behavioral changes, distance education programs may want to avail themselves of the many established classroom observation tools that can be used to assess teacher performance. Examples include the Stallings Classroom Snapshot, the Marzano Teacher Evaluation Model, the

**Figure 17.6**  
Classroom Observation Tools

<table>
<thead>
<tr>
<th>Purpose</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Directly assess the actual classroom practices of teachers. Unlike a survey, which is almost a secondary source of information, this measure is a primary source—direct and empirical.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Appropriateness</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Assess evidence of instructional changes, content knowledge, improved professional competencies.</td>
<td></td>
</tr>
<tr>
<td>• A classroom observation form can assess only measurable and visible outcomes.</td>
<td></td>
</tr>
<tr>
<td>• Teachers can be assessed along a continuum (low to high) or based on a checklist (yes/no).</td>
<td></td>
</tr>
<tr>
<td>• Tools can be quantitative and qualitative.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strengths</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• The assessor is directly observing practice, so there is no &quot;interference,&quot; as with surveys where teachers can hide true opinions.</td>
<td></td>
</tr>
<tr>
<td>• Its performance-based nature makes it more objective, empirical, and valid than other types of measurement tools.</td>
<td></td>
</tr>
<tr>
<td>• It records a fixed set of teacher behaviors, lending itself (in the best-case scenario) to focusing on discrete areas of teacher behavior that can be targeted for improvement.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weaknesses</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• It is surprisingly hard to do good observations—issues of observer bias, observer boredom, confirmation bias, Hawthorne effect (people often perform better when being observed), &quot;halo&quot; effect (judging a certain teacher &quot;high&quot; based on prior positive impressions), performance bias (people rehearse for observer), and indeterminacy are common. Therefore, observer training is a must.</td>
<td></td>
</tr>
<tr>
<td>• High-inference observation forms demand that an observer be very well trained and able to differentiate among performance levels (using 4- and 5-point scales).</td>
<td></td>
</tr>
</tbody>
</table>
Classroom Assessment Scoring System (CLASS), the Classroom Observation Toolkit for Early Grade Reading Improvement, and the Danielsen Framework. The classroom observation tool selected, adapted, or created by a distance program should be fit for purpose; include clear, observable, and measurable expectations based on standards of instructional excellence; utilize a standardized observation and scoring protocol; have an evidence base that proves its reliability and validity; and use multiple ratings (i.e., be high-inference) and multiple measures (The New Teacher Project, 2011, p. 3).

17.4.6 Integrate Feedback into All Stages of Assessment

Chapter 9: Professional Development focused on the importance of feedback in teachers’ professional development, and Chapter 13: Preparing Distance Instructors emphasized that timely, actionable feedback is associated with online learners’ satisfaction with an online course. The most fundamental benefit of feedback may be that its significant, measurable effects on learner performance are at the core of good assessment.

Feedback is a highly diverse construct with multiple:

- types of feedback: intrinsic and extrinsic, concurrent and terminal, immediate and delayed, and separate and accumulated;
- recipients for feedback (a class, small group, an individual learner);
- deliverers of feedback (instructor, learners, a software program, the learner);
- feedback inflection points (stepwise, answer-wise, the final results of an assessment, or as part of an actual task); and,
- purposes of feedback (motivation, knowledge of information, knowledge about one’s performance) (Druckman & Bjork, 1994, p. 50).

Feedback helps learners close the gap between where they are in the learning process and where they should be. It consists of the following four stages that constantly “loop back” or form a cycle:

1. Evidence. The data or information about performance should be measured and stored.
2. Communication. Information is conveyed to the individual, not as raw data but in a format that makes it emotionally resonant and relevant to the person.
3. Consequence. The information must illuminate a specific path forward.
4. Action. The individual recalibrates behavior, makes choices, and acts on them (Goetz, 2011, p. 130). The cycle/loop begins again, ideally with each loop becoming shorter and more narrowly focused (Bandura, 1986).

Feedback, like assessment, is essential to continuous improvement. Giving individuals a clear goal and the means of evaluating their progress toward that goal increases the likelihood that they will attain their goal (Bandura, 1986).
17.4.7 Design Assessments That Measure Higher-Order Thinking

It is easier, faster, and less expensive to design assessments that measure learners’ recall of discrete and decontextualized facts versus higher-order thinking skills. Yet as every professional knows, beyond the academic environment, we are rarely measured on our ability to furnish declarative knowledge (facts). Rather, we are judged on our professional skills, conceptual knowledge, procedural knowledge, aptitudes, and disposition.

Although there are numerous types of knowledge-based taxonomies (e.g., Marzano’s taxonomy of educational objectives or Sternberg’s triarchic theory of intelligence), most enduring is Bloom’s taxonomy of the cognitive domains of learning. For Bloom, learning occupied a continuum—from “lower level” or “lower order” thinking skills such as knowledge and comprehension to “higher level” or “higher order” learning or thinking skills such as application, analysis, synthesis, and evaluation. All of these are outlined in Figure 17.7.

### Figure 17.7
Cognitive Domains of Learning (Bloom, 1956)

<table>
<thead>
<tr>
<th>Levels (Orders) of Learning/Thinking Skills</th>
<th>Competence</th>
<th>Skills Demonstrated</th>
</tr>
</thead>
</table>
| Knowledge                                  | • Observation and recall of information  
• Knowledge of dates, events, places  
• Knowledge of major ideas  
• Proficiency in subject matter |
| Question cues:  
list, define, tell, describe, identify, show, label, collect, examine, tabulate, quote, name, who, when, where |
| Comprehension                              | • Understand information  
• Grasp meaning  
• Translate knowledge into new context  
• Interpret facts, compare, contrast  
• Order, group, infer causes  
• Predict consequences |
| Question cues:  
summarize, describe, interpret, contrast, predict, associate, distinguish, estimate, differentiate, discuss, extend |
Levels (Orders) of Learning/Thinking Skills | Competence | Skills Demonstrated
--- | --- | ---
Higher-order learning/thinking skills | Application | • Use information  
• Use methods, concepts, theories in new situations  
• Solve problems using required skills or knowledge

**Question cues:** apply, demonstrate, calculate, complete, illustrate, show, solve, examine, modify, relate, change, classify, experiment, discover

| Analysis | • See patterns  
• Organize parts  
• Recognize hidden meanings  
• Identify components

**Question cues:** analyze, separate, order, explain, connect, classify, arrange, divide, compare, select, infer

| Synthesis | • Use old ideas to create new ones  
• Generalize from given facts  
• Relate knowledge from several areas  
• Predict, draw conclusions

**Question cues:** combine, integrate, modify, rearrange, substitute, plan, create, design, invent, compose, formulate, prepare, generalize, rewrite, what if?

| Evaluation | • Compare and discriminate between ideas  
• Assess value of theories, presentations  
• Make choices based on reasoned argument  
• Verify value of evidence  
• Recognize subjectivity

**Question cues:** assess, decide, rank, grade, test, measure, recommend, convince, select, judge, explain, discriminate, support, conclude, compare, summarize

Distance-based assessment systems are faced with the challenge of preparing teachers to teach in a 21st-century educational and economic environment that emphasizes Bloom’s “higher-order thinking skills.” For teachers to help students develop such skills, teachers themselves must develop these “critical-thinking” faculties. And for teachers to develop these skills, distance education systems must instruct, model, and assess teacher-learners in higher-order ways and do so while assessing both the product of learning and the thinking process of learners (Royal & Guskey, 2015). Higher-level thinking for teachers is particularly crucial in a knowledge-based economy and in an era of rampant social media disinformation.

As Figure 17.8 demonstrates, assessing higher-order thinking skills demands a variety of distinct assessment methods and tasks.
## Figure 17.8
Specific Strategies for Assessing Higher-Order Thinking (Brookhart, 2010, pp. 144–147)

<table>
<thead>
<tr>
<th>To assess how well learners can . . .</th>
<th>Provide this kind of material . . .</th>
<th>And ask learners to . . .</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus on a question/identify the main idea</td>
<td>• Text, speech, problem, policy, or experiment and results</td>
<td>• Identify the main issue, main idea, problem, and explain their reasoning</td>
</tr>
</tbody>
</table>
| Analyze arguments | • Text, speech, or experimental design | • Identify what evidence the author gives that supports/contradicts the argument  
• Identify assumptions that must be true to make the argument valid  
• Explain the logical structure of the argument (including irrelevant and contradictory structures) |
| Compare and contrast | • Two texts, events, scenarios, theories, experiments, or works of art | • Identify elements in each  
• Organize elements based on their similarities and differences |
| Evaluate materials and methods for their intended purposes | • Text, speech, problem, policy, or experiment and results | • Identify the author/designer’s purpose  
• Identify elements in the work  
• Judge the value and validity of these elements in accomplishing the intended purpose  
• Explain their reasoning and support it with evidence |
| Put unlike concepts together in new ways | • Complex task/problem | • Generate multiple solutions  
• Produce something new |
| Make or evaluate a deductive conclusion | • Statement or premise | • Draw a logical conclusion based on reasoning and evidence  
• Select a logical conclusion from a set of choices |
| Make or evaluate an inductive conclusion | • Statement, scenario, information in form of graph/chart, or set of examples | • Formulate a hypothesis  
• Test hypothesis and revise  
• Formulate a definition or concept based on examples and nonexamples |
| Identify/define a problem | • Scenario or problem description | • Identify the problem that has to be solved  
• Identify the question that has to be answered |
| Reason with data | • Text, graph, chart, data table, or problem that requires more information or a solution | • Solve the problem and explain reasoning using data |
| Think creatively | • Complex problem/task requiring brainstorming innovative ideas or reorganizing existing ideas or a problem with no currently known solution | • Produce an original text, product, concept, or idea  
• Organize materials in new ways  
• Reframe a question/problem in new ways |
17.4.8 Use Inferences from Multiple and Balanced Sources of Evidence versus One Sole Source of Evidence

The many teachers with whom distance programs will interact are extremely diverse. They are diverse in terms of language ability, experience, time in the classroom, gender, and educational and professional opportunities (Voltz et al., 2010). They are diverse in their approaches and attitudes toward learning. They are diverse in their likes and dislikes, in their personal strengths and weaknesses, and in their levels of commitment to teaching and learning. Therefore, just as no distance education system can impose a one-size-fits-all instructional approach, no distance education system can impose a one-size-fits-all assessment approach. It is important to make any assessment system as diverse as possible in order to be as fair and sensitive\(^3\) as possible to a variety of learners. “Fairness” does not mean that every teacher-learner receives the same test—although for some purposes, standardized and normative tests may be necessary. Rather, it means that every learner has an equal opportunity to be assessed in the manner that best displays what he or she knows and can do (Voltz et al., 2010; Royal & Guskey, 2015).

To do this, distance programs can use a wider range of context-based, complex tasks that can be used with multiple approaches and solutions, instead of using only assessment items that are short, knowledge-focused, single-answer, and decontextualized (Black & Wiliam, 2018; Heritage, 2010; Hosp, 2010; Moon et al., 2005; Royal & Guskey, 2015; Timperley et al., 2007). They can also differentiate grading—employing self-, peer-, and instructor assessment of the products, processes, and progress of learning, both separately and cumulatively.

One model of using multiple and balanced sources of evidence comes from the National Board of Certification\(^4\) in the United States. Teachers applying for this certification are assessed on 10 measures, including an examination of content knowledge, a comprehensive portfolio of teacher practice and student work, and interview-based methods developed by the National Board for Professional Teaching Standards (National Board for Professional Teaching Standards, 2022).

17.4.9 Where Possible and Appropriate, Take Advantage of Technology for Assessment

The past decade has seen breakthroughs in technology-based assessment that measures complex thinking; lowers the cost differential of assessment, because assessment takes less time to score and store; enables quick turnaround of assessment data to the instructor and learners; helps instructors to assess learner performance at a much more granular, detailed level; and allows for more reliable scoring and valid data interpretation (Burns, in press).

Assessment must be part of every mode of distance education delivery. While certain types of distance education have more opportunities to assess learners than other forms (e.g., online learning versus interactive audio instruction), all types of technology combined with assessment theory can identify new and better ways to assess what matters; conduct formative assessment; and involve multiple stakeholders in the formulation, design, administration, and analysis of assessment data (Morris et al., 2021).

17.4.10 Provide Language Supports to Teachers Who May Need Them

Before concluding this chapter, it is important to note that in many countries in which this guide will

---

\(^3\) "Sensitive" here is used in an assessment sense—designing instruments in such a way that they accurately measure what they are supposed to measure.

\(^4\) National Board Certification is an advanced teaching credential in the United States that complements, but does not replace, a U.S. state's teacher license. It is valid for 10 years. National Board Certification is achieved upon successful completion of a voluntary assessment program designed to recognize effective and accomplished teachers who meet high standards based on what teachers should know and be able to do. See [http://www.nbpts.org/](http://www.nbpts.org/) for more information.
be read, teachers undoubtedly speak a number of languages other than the official or national language. The importance of providing assessment in a learner’s first language has been widely acknowledged as a best practice in assessment. Numerous distance education systems have made reasonable accommodations for non-national language speakers by making test taking more flexible to allow examinees to have time to think and respond to questions in the national language, or by providing dictionaries, plug-ins that provide modifications such as translations and closed captioning, and visual and audio information to learners in both their native language and the language of instruction (e.g., Kannada, English, Bambara, French, Sundanese, Bahasa Indonesia, etc.) (Myung et al., 2020). Better still, of course, is conducting the assessment entirely in the learner’s first language (Reid & Kleinhenz, 2015).

**17.5 Conclusion**

Realigning assessment within distance learning programs toward recognized best practices involves a number of approaches that will be new in many systems. These include defining and analyzing instructional quality into discrete measurable indicators that monitor teachers’ progress and learning (formative assessment) and evaluating their final performance on the most critical components of teaching (summative assessment).

Quality distance education programs embrace and enact these practices. They recognize that assessment, even when summative, always has a formative component; that is, instructors should always use assessment results to further refine instruction within a distance environment. They use a multitude of measures—performance-based assessment, and traditional and alternative assessments—to assess how teachers are learning, whether they are learning, and what they are learning. They recognize that assessment—of learning, of instruction, or learners’ progress, process, and products of learning—is the foundation on which a quality distance program rests.
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